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Web site of this course: http://pattern-recognition.weebly.com source: Deep learning: a birds-eye view, by R. Pieters, 2015.




Machine Learning vs. Deep Learning

Deep learning _ ,
Example: Exarpp]e. Example:
Example: Autoenco dérs Logistic Knowledge
MLPs regression bases

Representation learning

Machine learning




Deep Learning vs. Representation Learning

Representation learning
Attempts to automatically learn
good features or
representations

Deep learning
Attempt to learn multiple levels

of representation of increasing
complexity/abstraction




Traditional Programming vs. Machine Learning

Traditional Programming:

Computer

Machine Learning:

Computer

Output

(Iabels)

(“weights”/model)



Machine Learning

Problem definition

* Most machine learning |
methods work well because of
human-designed/hand-
engineered features
(representations) .

Data generation

Preprocess@-\

|
° machine learning -> Preprocessed data \

optimising weights to best
i

make a final prediction
Hypothesis

|
Validation )—"

Knowledge/Predictive model




Deep Learning: Why?

Typical ML Regression Neural Net




Machine Learning - Deep Learning

Problem definition

' Raw data \
Preprooesslng

| Preprocessed data | \

Hypothesis

)
Validation

Knowledge/Predictive model

One pait of the
data mining
process

« Each step generates many questions:

Data generation: data types 'sample
size ronline/offline...

Preprocessing: normalization
missing values feature
selection/extraction...

Machine learning: hypothesis
choice of learning
paradigm/algorithm ...

Hypothesis validation: cross-
validation 'model deployment...



Machine Learning - Deep Learning

Problem definition

One part of the data
=t mining process

Raw data * Each step generates many questions:

Data generation: data types, sample
size, online/offline...

Preprocessing: normalization,
missing values, feature
selection/extraction...

Machine learning: hypothesis,
choice of learning
paradigm/algorithm...

Hypothesis validation: cross-
validation, model deployment...




Deep Learning: Why?

1 neuron

2 + 2 neurons

10 +10 neurons

G1



Deep Learning is everywhere...
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Deep Learning in the News




deep learning|
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(source: Google Trends)
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NYU “Deep Learning” Professor LeCun Will
Head Facebook’s New Artificial Intelligencc.ell_.a_b
Josh Constine (@joshconstine h

By teaching a computer to think, Facebook
hopes to better understand how its users do
too. So today the company announced that
one of the world’s leading deep learning and
machine learning scientists, NYU’s Professor
Yann LeCun, will lead its new artificial
intelligence laboratory.

Timeline About

MIT Technology Review first reported that
Facebook would launch an Artificial Intelligence lab back in September, but now it has something
of a celebrity scientist at its helm. Facebook’s Al research will be split across its Menlo Park
headquarters, London office, and a new Al lab built just a block from NYU’s campus in Manhattan.

LeCun has been pioneering artificial intelligence breakthroughs since the 1980s when he
developed an early version of the “back-propagation algorithm” that became the top way to train
artificial neural networks. He went on to work for AT&T Bell Laboratories where he created the
“convolutional network model” that mimics the visual cortex of living beings to create a pattern
recognition system for machines. This model was used for optical character recognition and
handwriting recognition that powered how many banks read checks in the late 1990s and early
2000s.

LeCun’s expertise is in “deep learning” speech and image recognition systems has driven his
research in building visual navigation systems for self-driving cars, autonomous ground robots,
drones, and more.




- EXCLUSIVE VB

Snapchat is quietly building a research
team to do deep learning on
images, videos

| April 8, 2015 3:15 PM
| Jordan Novet

| Snapchat, that well-funded Los Angeles startup providing a
popular ephemeral-mobile-messaging app, has been slowly
developing a research arm to run sophisticated algorithms on
| user data like images and videos, VentureBeat has learned.




Google's DeepMind wins historic Go contest 4-1
_—

\

Lee Se-dol as he concedes the final
match against the AIDeepMind
Photo by: DeepMind



Why Now?

* Inspired by the architectural depth of the brain,
researchers wanted for decades to train deep
multi-layer neural networks.

* No successful attempts were reported before 2006

... Exception:convolutional neural networks,
LeCun 1998

* SVM: Vapnik and his co-workers developed the
Support Vector Machine (1993)

(shallow architecture).

* Breakthrough 1n 2006!
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Renewed Interest: 1990s

Neural networks can
* Learn multiple layers with "back propagation”
* Learn any function "theoretically"

But...

* Neural network learning is very slow and
inefficient

* Researchers turn to SVMs, random
forests, ...
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2006 Breakthrough

« More data

» Faster hardware: GPU’s, multi-core CPU’s

» Working ideas on how to train deep architectures
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2006 Breakthrough

e More data

» Faster hardware: GPU’s, multi-core CPU’s

» Working ideas on how to train deep architectures
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20006 Breakthrough

40,000
30,000

(Exabytes) 20,000

10,000

2009 2010 2011 2012 2003 2014 2015 2006 2007 2018 2019 2020
Source: IDC's Digital Universe Study, sponsored by EMC, December 2012
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2006 Breakthrough

Growth of datasets

Corel5K Caltech256 NUS-WIDE ImageNet ARISTA
(2002) (2007) (2009) (2011) (2008)
5K 30K 200K 14M 2B

L S S— ——
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Caltech101 Pascal SUN397 ILSVRC Tinylmage
(2004) VOC (2010) (2010) (2008)
9K 20K 100K 1.4M 80M

The Big Data Era
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2006 Breakthrough

- More data
« Faster hardware: GPU’s, multi-core CPU’s

» Working ideas on how to train deep architectures
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2000 Breakthrough

GPU

Multirocessor 1 Multirocessor 2
Multirocessor 3 Multirocessor 4

' : 2200 A ENOND > A
t i £000 ""!' 5< U q«./l // " l
1 j CUDA Cores Gigaflops Billion
' Transistors




OPS per Watt
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Rise of Raw Computation Power




2006 Breakthrough

« Mobore data

. Faster hardware: GPU’s, multi-core CPU’s

» Working ideas on how to train deep
architectures
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20006 Breakthrough

Stacked Restricted Boltzman Machines* (RBM)

Hinton, G. E, Osindero, S., and Teh, Y. W, (20006).

A fast learning algorithm for deep belief nets.
Neural Computation, 18:1527-1554.

Stacked Autoencoders (AE)

Bengio, Y, Lamblin, P, Popovici, B, Larochelle, H. (2007).
Greedy Layer-Wise Training of Deep Networks,
Advances 1n Neural Information Processing Systems 19

* Called Deep Belief Networks (DBN)

28



Deep Learning for the Win!




Impact on Computer Vision

ImageNet Challenge 2012

» 1.2M images with 1000 object categories
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Impact on Computer Vision

Traditional CV Deep Leaming

Error Rate

(from Clarifai)



70

60

o0

40

30t

20

10

JAccuracy
80 |
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Impact on Computer Vision
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Classification results on ImageNet 2012

Team Year Place Error (top-5) |Uses external
data

SuperVision 2012 - 16.4% no
SuperVision 2012 1st 15.3% ImageNet 22k
Clarifai 2013 - 11.7% no

Clarifai 2013 1st 11.2% ImageNet 22k
MSRA 2014 3rd 7.35% no

VGG 2014 2nd 7.32% no

GoogLeNet 2014 1st 6.67% no

Detection results

Team Year |Place | mAP external|ensemble contextual|approach
data model

UvA-Euvision [2013 [1st [22.6% |"°one ? yes Fisher

vectors

Deep Insight |2014 |3rd |40.5% |[!LSVRC1213 models |yes ConvNet
Classification
+ Localization

C U H K|[2014|2nd |40.7% |!LSVRC12]9 no ConvNet
Classification

DeeplD-Net + Localization

GooglLeNet |2014 | 1st |43.9% |!/LSVRC1216 models |no ConvNet
Classification

source: Szegedy et al. Going deeper with convolutions (GoogleNet ), ILSVRC2014, 19 Sep 2014
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Winners of:
Large Scale Visual Recognition Challenge 2014

(ILSVRC2014)
19 September 2014
GooglLeNet
i § oo, EEgEE
R LT
Aafalagglggligglii g ya Y
. Convolution
Pooling
Other

source: Szegedy et al. Going deeper with convolutions (GoogLeNet ), ILSVRC2014, 19 Sep 2014
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Inception

Width of inception modules ranges from 256 filters (in early modules)to 1024 in top inception
modules.

Can remove fully connected layers on top completely Computional costis increased by
less than 2X compared to
Number of parameters is reduced to 5 million Krizhevsky’s network. (<1.5Bn

operations/evaluation)

source: Szegedy et al. Going deeper with convolutions (GoogLeNet ), ILSVRC2014, 19 Sep 2014 35



Impact on Computer Vision

Latest State of the Art:

GoogLeNet 2014 6.66%
Deep Image 01/12/2015 5.98%
Deep Image 02/05/2015 5.33%
Microsoft 02/05/2015 4.94%
Google 03/02/2015 4.82%

Deep Image 03/17/2015 4.83%



I yweeer "




Impact on Audio Processing

First public Breakthrough with Deep Learning in 2010

D ahl et al. ( 2 O ) § 0) IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 20, NO. 1, JANUARY 2012
Context-Dependent Pre-Trained Deep Neural

Networks for Large-Vocabulary Speech Recognition

George E. Dahl, Dong Yu, Senior Member, IEEE, Li Deng, Fellow, IEEE, and Alex Acero, Fellow, IEEE

Acoustic model Recog | RT03S
\ WER | FSH

Traditional l-pass 274 23.6
features —adapt

Phonemes/Words

Deep Learning l-pass 18.5 16.1
—-adapt
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Impact on Audio Processing

First public Breakthrough with Deep Learning in 2010

D ahl et al. ( 2 O ) § 0) IEEE TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 20, NO. 1, JANUARY 2012
Context-Dependent Pre-Trained Deep Neural

Networks for Large-Vocabulary Speech Recognition

George E. Dahl, Dong Yu, Senior Member, IEEE, Li Deng, Fellow, IEEE, and Alex Acero, Fellow, IEEE

Acoustic model Recog | RT03S
\ WER | FSH

Traditional l-pass 274 23.6

features —adapt
Deep Learning 1-pass @ Q
—-adapt

-33%0! -32%0!

Phonemes/Words
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Impact on Audio Processing

Speech Recognition

100%A According to Microsoft’s
speech group:

10%

4%

Word error rate on Switchboard

2%

1% >
1990 2000 2010
40




Impact on Audio Processing

TIMIT Speech Recognition

Traditional Deep Learning

Error Rate
[ N N N N N w
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1998 2000 2002 2004 2006 2008 2010 2012 2014

(from: Clarifai)




Impact on Audio Processing

Deep Speech: Scaling up end-to-end
speech recognition

Awni Hannun; Carl Case, Jared Casper, Bryan Catanzaro, Greg Diamos, Erich Elsen,
Ryan Prenger, Sanjeev Satheesh, Shubho Sengupta, Adam Coates, Andrew Y. Ng

Baidu Research — Silicon Valley Al Lab

Model SWB CH Full
Vesely et al. (GMM-HMM BMMI) [44] 18.6 33.0 258
Vesely et al. (DNN-HMM sMBR) [44] 126 24.1 184
Maas et al. (DNN-HMM SWB) [28] 146 26.3 20.5
Maas et al. (DNN-HMM FSH) [28] 16.0 23.7 19.9
Seide et al. (CD-DNN) [39] 16.1 n/fa n/a
Kingsbury et al. (DNN-HMM sMBR HF) [22] 13.3 n/a n/a
Sainath et al. (CNN-HMM) [36] 1.5 n/a n/a
Soltau et al. (MLP/CNN+I-Vector) [40] 10.4 n/a n/a

Deep Speech SWB 31.8
Deep Speech SWB + FSH 1263 19.3 { 16.0




Impact on Natural Language Processing

NER
Co

WY 2003)

State-of-the-art* 97.24 89.31
Supervised NN 96.37 81.47

NN with Brown clusters 96.92 87.15

Word vector pre-training 97.20 88.87
followed by supervised NN**
+ hand-crafted features*** Q7 .29 89.59

Pos: Toutanova et al.

Ner: Ando & Zhang
2005

C&W 2011
C&W 2011



Impact on Natural Language Processing

Feature NER

Current Word v

Previous Word v

Next Word v

Current Word Character n-gram all

Current POS Tag v

Surrounding POS Tag Sequence v

Current Word Shape v

Surrounding Word Shape Sequence | v Named Entity Rec()gniti()n;
Presence of Word in Left Window | size 4

Presence of Word in Right Window | size 4 Model | Dev Test ACE MUC7

Discrete | 91.0 854 77.4 73.4
SVD 90.8 85.7 77.3 73.7
SVD-S | 91.0 85.5 77.6 74.3
SVD-L | 90.5 84.8 73.6 il
HPCA | 92.6 88.7 81.7 80.7
HSMN | 90.5 85.7 78.7 74.7
CW 922 874 81.7 80.2
CBOW | 93.1 88.2 82.2 81.1
GloVe | 93.2 88.3 829 82.2




Deep Learning: Who’s to blame?




Deep Learning: Who’s to blame?
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Deep Learning: Why?

Deep Architectures can be representationally efficient
»+ Fewer computational units for same function

Deep Representations might allow for a hierarchy or
representation

- Allows non-local
- generalisation

Comprehensibility

Multiple levels of latent variables allow combinatorial
sharing of statistical strength
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Biological Justification

Deep Learning = Brain “inspired”
Audio/Visual Cortex has multiple stages == Hierarchical

WHERE? (Motion,
Spatial Relationships) WHAT? (Form, Color)

[Parietal stroam) [Inferotemporal stream) ¢ ol udg '
oo ategorica ments, . =
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1erlevel visual




Different Levels of Abstraction

Hierarchical Learning Feature Representation
-+ Natural progression

from low level to 3rd layer
high Ievgl structure “Objects”
as seen in natural
complexity
* Agood lower level
representation can 2nd laver
be used for many % “Object parts”
distinct tasks '
1st layer
llEdgeSH

Pixels
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Classic Deep Architecture

Output layer

Hidden layers T

e

Input layer s SN ONENO®




Modern Deep Architecture

movie time:
http:/www.cs.toronto.edu/~hinton/adi/index.htm

Output layer

Hidden layers

N

Input layer g



Why go Deep ?

Unsupervised*

Major PWNAGE!
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Why Deep Learning ?

- Manually designed features are often overspecified, incomplete
and take a long time to design and validate

- Learned Features are easy to adapt, fast to learn

» Deep learning provides a very flexible, (almost?) universal,
learnable framework for representing world, visual and
linguistic information.

+ Deep learning can learn unsupervised (from raw text/audio/
images/whatever content) and supervised (with specific labels
like positive/negative)



Deep Learning: Future Developments

Currently an explosion of developments
» * Hessian-Free networks (2010)

" +Long Short Term Memory (2011)
" «Large Convolutional nets, max-pooling (2011)

* Nesterovs Gradient Descent (2013)

Currently state of the art but...

* No way of doing logical inference (extrapolation)

» No easy integration of abstract knowledge

» Hypothetic space bias might not conform with reality
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Wanna Play ? General Deep Learning

* TensorFlow — Google Open Source.
https://www.tensorflow.org/
* A playground for neural network

* Theano - CPU/GPU symbolic expression compiler
in python (from LISA lab at University of

Montreal). http://deeplearning.net/software/theano/

* ’lorch - Matlab-like environment for state-of-the-
art machine learning algorithms in lua (from Ronan
Collobert, Clement Farabet and Koray

Kavukcuoglu) http://torch.ch/
* More info: http://deeplearning.net/software links/
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Wanna Play ? Computer Vision

* cuda-convnet2 (Alex Krizhevsky Toronto)

(c++/ CUDA, optimized for GTX 580)

https: le.com -convnet2

» Caffe (Berkeley) (Cuda/OpenCL, Theano, Python)
http://caffe.berkelevvision.or

e OverFeat NYU)

. ./[cilvin ku.php?id= .star
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